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Transfer functions in consensus systems with
higher-order dynamics and external inputs

Ivo Herman, Dan Martinec and Michael Sebek

Abstract—This paper considers transfer functions in consensus
systems where agents have identical SISO dynamics of arbitrary
order. The interconnecting structure is a directed graph. The
transfer functions for various inputs and outputs are presented
in simple product forms with a similar structure of the numerator
and the denominator. This structure combines the network prop-
erties and the agent model in an explicit way. The link between
a higher-order and a single-integrator dynamics is shown and
the polynomials of the transfer function in the single-integrator
system are related to the graph properties. These properties also
allow to generalize a result on the minimal dimension of the
controllable subspace to the directed graphs.

I. INTRODUCTION

Distributed control has become a very intensive field of
research. Numerous results for control of highway platoons,
robot formations or synchronization of oscillators were pub-
lished. To the standard consensus problem an exogenous input
can be added, which could capture for instance the effect of
a measurement noise, input or output disturbances [1]-[3],
reference values [4] or even an input of the intruder [5].

Much effort has been invested in understanding the behavior
of single integrator systems, especially of the consensus. The
results reveal the effect the network structure has on the overall
behavior. For example, the convergence time is related to the
second smallest eigenvalue of the Laplacian matrix [6]. The
effect of the network structure on the H5 and H,, norms was
investigated in [7].

In many systems (e.g., highway platoons or oscillators), the
agent models are more complicated higher-order systems. In
this case stability is a crucial issue. It was shown in the paper
[8] that the overall formation of identical agents is stable if and
only if it is stable for all eigenvalues of a Laplacian matrix.
One of the approaches for stabilization is based on changing
the gains when the graph topology changes [9], [10]. Also the
concept of passivity guarantees stability (see [11], [12]).

Nevertheless, stability is not sufficient for good transients.
Phenomena not seen in the single integrator dynamics can
appear with higher-order dynamics. Well known is a so
called string stability, which concerns amplification of the
disturbance in a vehicular formation. Some of the works in
this field using the properties of the transfer functions are [4],
[13], [14]. The effect of noise on the rigidity of the formation,
known as coherence, was studied in the paper [3].
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When the effects of inputs are considered, a controllabil-
ity becomes an issue. The results on controllability inferred
from graph structure are shown in [15]. The bounds on
the dimension of the controllable subspace for undirected
graphs are provided in [16]. The paper [5] shows relations
of controllability grammian to effort which an intruder has
to exert to steer the network system. The optimization with
respect to performance and controllability is proposed in [17].

Dynamic behavior and frequency response of a linear sys-
tem are given by the poles and zeros of the transfer function
from the input to the output. Their location also determines the
response to some reference signal. The structure of poles of
the transfer functions was investigated in [18] or [6]. While the
location of poles of a network systems is now well understood,
less attention was paid to the location of zeros.

One of the first papers considering the location of zeros in
the consensus based algorithms was [19], considering a single
integrator model of one agent and a symmetric communication
structure. The paper [20] extends the results of [19] to the
directed graphs and also shows relations of the zeros to the
Laplacian matrix. Transfer functions and their margins in
cyclic formations are discussed in [21]. The paper [22] shows
that even a formation with stable poles can have zeros in the
right half-plane. If the goal is to externally control the network
system, such zeros complicate the feedback design.

In this paper we study transfer functions in a network system
where one agent with a known input acts as a controlling node
and some other agent, output of which is of interest, serves
as an observing node. All the agents are modelled by SISO
systems and they are interconnected over directed graphs using
relative output feedback. We generalize the results of [19] and
[20] to higher-order dynamics and directed graphs. The key
results are:

1) A product form of the transfer function (Theorem 3)
showing a similar structure of the poles and zeros. Such
a product form expresses the transfer function as a
series connection of systems with identical structure.
The transfer function with a general input and output
consists of two parts: a network part and an open-loop
part (Theorem 7).

2) A graph theoretical representation of the polynomials in
single-integrator system (Lemma 2) and the relation of
the zeros to the Laplacian (Theorem 8). If there is only
one path between the controlling and the observing node,
then the zeros are obtained from the Laplacian matrix.

3) The minimal dimension of the controllable subspace is
related to the maximal distance from the controlling
node (Theorem 11).



Since we work with an arbitrary LTI model, the results here
do not tell us much about particular transient properties. The
results should rather serve as tools for analysis in performance
assessment in particular graph types. For instance, the product
form of the transfer function allowed us easier analysis of a
scaling of the Ho, norm in vehicular platoons [4].

This paper extends our preliminary results in [23]. We add
graph theoretic representations of all polynomials and different
types of inputs and outputs are considered. Also a result on
the minimal dimension of the controllable subspace is added.

Notation: We denote matrices with capital letters and a
particular element in a matrix A is denoted as a;;. All vectors
are column vectors and are denoted with lowercase letters, the
ith element of a vector v is v;. Scalars are denoted by Greek
letters. [ is an identity matrix and a canonical basis vector is
e; =1[0,...,1,...,0]" with 1 on the ith position. The symbol
s used in transfer functions denotes the Laplace variable. The
polynomials are denoted by lowercase letters and g; is the
coefficient at s’ in the polynomial g(s) (the argument s is
usually used with polynomials).

II. GRAPH THEORY

The network system interconnection (sharing of informa-
tion) can be viewed as a directed graph. The graph G has
a vertex set V(G) and an arc set £(G). The arc €(v;, ;) is ori-
ented, which means that the ith agent receives its information
from the jth agent. A directed path ;; from ¢ to j of length
l(m;;) is a sequence of vertices and arcs v4, €1, Vg, €2, . . . V41,
where each vertex and arc can be used only once. The length
(number of arcs) of the shortest path between ¢ and j is called
the distance d;; of vertices. A cycle is a path with the first and
last vertices identical.

An adjacency matrix is defined as A = [a;;]. Its entries a;;
are either zero if there is no arc from v; to v; or a positive
number called weight if the arc is present. We also define the
weight of the path as ¥(mi;) = [l m)en,, Ghm- 1t is the
product of weights of all arcs in the path. Similarly, we define
the weight of a subset G ofa graph G as

9(G) = [ arm. )
e(k,m)€E(G")

A directed tree is a subset of a graph without directed cycles.
A diverging directed tree always has a path from one particular
node called the root to each node in the tree. There is no
directed path from the nodes in the diverging tree to the root
and all the nodes except for the root have in-degree one. A
forest F is a set of mutually disjoint trees. A spanning forest is
a forest on all vertices of the graph (see [24] for an overview
of directed trees). A diverging forest (out-forest) is a forest
of diverging trees. Following the notation of [25] we denote
.F,ZHJ the set of all spanning diverging forests with k arcs.
Such a set must contain a tree with the root ¢ which contains

the node j. The weight of this set is

IF, ) =D 9T, )
FimieFimd

with the sum taken over all spanning forests F, " in the set
JF, 7. This is illustrated in Fig. 1.
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Fig. 1: Example of the set F4~3 of all spanning forests
with three arcs with a tree diverging from the node 1 and
containing 3. The weights of the two spanning forests are:
(@) V(F{73); = 0.6-0.4-1.5 = 0.36 and (b) V(F173)y =
0.6 -0.4-0.8 = 0.192. The weight of the set is ¥(Fi3) =
0.192 4 0.36 = 0.552.

Let Q) be a matrix of spanning out-forests of G which have
k arcs. The (i,7)th element (¢*);; of Qy is given as

(q")ij = 9(F). 3)

It is the weight of the set of all spanning out-forests .7-",{%"
with k arcs containing ¢ and diverging from the root j.

Let us denote D = diag(deg(;)) the diagonal matrix of the
sums of weights of the arcs incident to the vertex ¢. Then the
Laplacian matrix L € RV*¥ of a directed graph is defined as

L=D-A. 4)

We denote the eigenvalues of the Laplacian as \;, ¢ =
1,..., N. All the eigenvalues have positive real part and there
is always a zero eigenvalue of the Laplacian, i.e., A\ = 0 with
the corresponding eigenvector 1 of all ones, i.e., L1 = 0.

In the paper we will use a version of Lemma 3.1 in [19].
Here we provide a different proof, as the original proof is valid
only for commuting matrices and unweighted graphs.

Lemma 1. For the elements of the powers of Laplacian holds
(—Lm)--— Q, 4 form<5ji
TFLTY, form= 6y

&)

Proof. We will use the result [25, Proposition 8], which shows

m

(—L)™ = arQum_r, 6)
k=0

with ay, € R being a constant. Since (¢™%);; is the weight

of ]:7{:2’ the minimal number of arcs for any forest in the
set to exist is the distance J;; from the node ¢ to the node
i. Hence, for m < d;;, (¢,7)th element of all @, is zero
and therefore (—L™);; is also zero. For m = ¢;; the element

(—L™);; is the sum of the weights of all shortest paths. [

III. SYSTEM MODEL

We consider a network system consisting of N identical
agents which exchange information about their outputs (either
using a communication or measurements). All are modelled as
SISO systems, where dynamic controllers are used. Each agent
is governed locally, therefore no central controller is used.
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The plant model G(s) (the model of an agent without the
controller) is given as a transfer function of arbitrary order
G(s) = Zgz)) The output of the ith plant is denoted as y;. The
plant model is driven by the output of the dynamic controller
R(s). The controller is generally given as a transfer function
R(s) = ZEZ; The input to the controller is u;. As the plant
and the controller are connected in series, the agent model is
described by the scalar open-loop transfer function

b(s)a(s)
a(s)p(s)
The relative degree (the difference between the degree p of
the denominator and the degree 1 of the numerator) of M (s)
is denoted as x = pu — 1.

The neighbor of an agent ¢ is defined as an agent j from
which the agent 7 can obtain information about its output, that
is, there exists an arc €(v;,v;) in the graph G. The relative
error of the ith agent is defined as €; = >, ;) (¥5 — ¥i),
where A/ () denotes the set of neighbors of the ith agent.

Apart from the relative error €;, an exogenous input r; can
be acting at the input of the controller. The total input to the
controller thus is

Ui:éiJFTi:( Z (yj*yi))Jrr,;, ®)

JEN()

M(s) = G(s)R(s) = (7

The input r; can be, for instance, the sum of reference values
or some other external signal such as error in measurement,
disturbance etc. We treat r; as a general signal.

A. Problem statement

The stacked vector of all inputs to the open loops is
u(s) = —Ly(s) + r(s), )

with v = [u1,...,un]T, ¥y = [y1,...,yn]T and r =
[r1,...,7n]T. The matrix L is the graph Laplacian in (4).
Now we can write the model of the overall formation as

y(s) = M(s)u(s) = M(s) [—Ly(s) +r(s)]. (10)

We are interested in how an exogenous input acting at
one selected agent affects the output of another agent. We
assume that there is only one input r., acting at the input
of the agent with index c. That is, the input vector equals
r=10,...,0,7.,0,...,0/7 = e.r.. We will call the agent
with index c a controlling agent.

The output of interest is the output y, of the agent with in-
dex o, i. e. the output vector is y = [0,...,0,¥,,0,...,0]7 =
eoYo- We call the agent with index o an observing agent. The
indices ¢ and o can be arbitrary. We will use the statement
“from c to 0” with the meaning of “from the input r. acting
at the agent c to the output y, of the agent o”.

Define a transfer function T,,(s) as

Too(s) = Y2).
re(s)
Problem statement. Consider the transfer function T, (s) for
a network of SISO agents connected by a directed graph. We
study the structure of T,,(s) and analyze how does T¢,(s)
depend on the open loop model M (s), the choice of agents ¢
and o and the interconnection Laplacian L.
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Fig. 2: One diagonal block for the case of Jordan block of
size 2. The eigenvalue \; acts as a gain in the feedback. Only
one closed loop is present if the Jordan block has a size one.

B. Block diagonalization

We can block diagonalize the system (10) using the trans-
formation y = Vy. The matrix V' = [v;;] is a matrix of
(generalized) eigenvectors of the Laplacian, i. e. LV = AV
with A being the Jordan form of L. With such a transform,
the model has a form

Vy(s) = M(s) [-LVy(s) +r(s)] .
Separating 7 on the left-hand side using A = V=1LV yields
[I+ AM(s)]g(s) = M(s)V " r(s). (13)

12)

We can define the transformed input to the system 7(s) =
V~=1r(s). Since M(s) is a scalar transfer function, (13) is a
block diagonal system, where each block has a size of a Jordan
block corresponding to an eigenvalue \; of L. If the Jordan
block for the eigenvalue \; has a size 1, then it can be written
using a transfer function

Ti(s)= yi(s)  M(s) b(s)q(s)
T mils) 14 MM(s)  a(s)p(s) + Aib(s)a(s)

T;(s) is an output feedback system with a feedback gain \;.
If, on the other hand, the block in (13) corresponds to a Jordan
block of size 2, then its output can be written as the output of
a series connection of identical blocks, such as

_ M(s) . M(s)
yz(S):m (7"1(8)4’1_"_)\1]\4(8)7‘14_1(8)) (15)

This easily generalizes to larger Jordan blocks. The structure
is shown in Fig. 2.

For simplicity, the derivations throughout the paper will be
shown only for the case where all Jordan block in A are simple
— the eigenvalues \; have the same algebraic and geometric
multiplicity. All the proofs can be conducted the same way
for blocks of larger size and all the results remain valid.

If the eigenvalue A; is simple, the input to the ith di-
agonal block in (13) is the ith element of 7 and equals
7 = elVler. = pire with p; = ef'V=le, = (V7).

(14)



Thus, the input r. enters the block T;(s) through the gain
pi and from (14) g;(s) = Ti(s)pire(s). The output of the
ith agent can be obtained using the outputs of the blocks as
yi(s) = YN, vy (s). By setting ;(s) = Ti(s)pire(s) in
the previous equation, the output of the observing node is

re(8) = Teo(s)re(s). (16)

N
Yo(s) = lz VoipiTi(s)

This also expresses the transfer function T,,(s) in (11).

IV. TRANSFER FUNCTIONS IN GRAPHS

In this section we derive the structure of the transfer function
T..(s) between the input r. of the controlling node and output
of the observing node y,.

A. Single integrator dynamics

Before investigating the general case with higher-order dy-
namics, let us discuss a standard single-integrator case. We will
later in the paper relate it to the higher-order dynamics. For

the single single-integrator case M (s) = + and the state-space

S
description of the network system is @ = —Lx +e.r., Yo =
el'x. Let the single-integrator transfer function from 7. to y,
be a fraction of two polynomials as
h(s)
T.o(s) = —=.
g(s)

The denominator polynomial ¢(s) is given as

a7

g(s)=det(sIy + L)=s"+gn_15V "1 4.. . +g1s+g0. (18)

g(s) is a characteristic polynomial of —L. The roots of g (i.
e., the poles of T, (s) for single integrator dynamics) are —\;,
the eigenvalues of —L. The coefficient gy = 0 because there
is always a zero eigenvalue of —L. If the zero eigenvalue is
simple, it is known that the coefficients are

N N
IN1 =D Ay g2 =D AN, -,
i=1 i=1,j=1,i#j
The other terms g are sums of all products of k eigenvalues.
The numerator polynomial is given as h(s) = hy, sV +
...+h1s+hg. It was shown in [19], [20] that N,, = N —§.,—1.
We denote the N,, roots of h(s) as —v;, so

h(s) =hn,(s+71)(s+72)...(s+7n,)-

The coefficients of g and h have a graph-theoretic represen-
tation. For the denominator polynomial g(s) they are given by
[25, Proposition 2] as g; = ¥ (Fn—;), which is the weight of
the set of all diverging forests in the graph with N — ¢ arcs.
This also explains why go = 0 — there is no spanning forest
with N arcs (there has to be a cycle in N arcs).

The numerator polynomial can be calculated as

h(s) = el adj(sI + L) e, 21

which is the o, cth cofactor of (sI + L). It is shown in [25,
Proposition 3] that

N
g =[x (19
1=2

(20)

N

adj(sI + L) =Y _ Qis" "1,

=0

(22)
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Lemma 2. The coefficients h; are given as h; = 9(F529_4).

Proof. The polynomial h(s) equals the o,c element of
adj(sI + L) (21). The coefficient at s* in h(s) is by (22) equal
to the o, ¢ element of matrix Qn_;_1, i.e., h; = ¢.7"~1. By
(3) this element also must be equal to 9(F§7%_;). O

This indicates that the coefficients h; are given as the
weights of the set of all spanning diverging forests with
N — i — 1 arcs which contain o and diverge from c. In the
case of unweighted graph the weight reduces to the number
of such out-forests.

While the coefficients in the denominator polynomial cor-
respond to all diverging forests with the given number of
arcs, the numerator polynomial takes only those spanning out-
forests containing the controlling and the observing nodes.

B. Higher order dynamics

Now let us go back to higher-order systems. We have the
definition of —~; as the roots of h(s) in (20), so we can state
the main theorem of the paper. It relates the single-integrator
systems to the higher-order dynamics.

Theorem 3. The transfer function T,,(s) can be written as

N—1—-6.,

[b(s)q(s)]*+o T (a(s)p(s) + vib(s)a(s))

i=1

Tco(s):'l?co N )
[T (as)p(s) + Aib(s)a(s))

i=1

(23)
where 9¢o = hn_s,,—1 is the sum of weights of all shortest
paths from c to o, d., is the distance from c to o and the gains
—~; defined in (20) is the root of h(s) .

The proof can be found in the appendix. It is clear that
the roots —v; of the single-integrator numerator polynomial
h(s) have the same role as the roots —)\; of the denominator
polynomial g(s). As can be seen, the structure of the terms
in the numerator and the denominator of (23) is a(s)p(s) +
k b(s)q(s), where k = \; in the denominator and k = ~;
in the numerator. In addition, such structure is the same as
the structure of the characteristic polynomial of an output-
feedback system with the open loop M (s) = k ZEZ%Z((‘;)) with
the gain k = \; or k = ;.

If both ~; and \; are real, the poles and zeros of (23) lie on
the root-locus curve (see Fig. 7 for an example). The root-locus
curve is defined as a location of roots of a(s)p(s)+k b(s)q(s)
as a function of £ € (0,00). Note that both the terms in the
numerator and denominator of (23) have this form.

A particular case of the product form (23) was shown in [1,
Proposition 3], where the authors considered single integrators
(M(s) = 1/s) and unidirectional interaction.

The product form in (23) can be written also as

N—6.0—1

N
Tco(s) =0 H Z7(5) H
N

i=1 J

Ti(s), (24

dco
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Fig. 3: Series form of the transfer function T, (s).

with
() = UsIp(s) +7ib(s)a(s)
Z(s) a(5)p(5) + Mb(5)g(5)’ (25)
Ti(s) = b(s)q(s) 06

a(s)p(s) + A;b(s)q(s)’

All eigenvalues \; must be used, so N — é., — 1 of them
go to Z;(s) and the remaining ., + 1 to T(s). The transfer
functions Z;(s) are biproper and the numerator differs from the
denominator only in the multiplication factor ;. The transfer
functions 7 (s) are standard output feedback systems in (14).

The network system (10) of identical agents with arbitrary
interconnection was transformed in equation (24) to a series
connection (product of transfer functions) of non-identical (but
structured) subsystems. In many cases, such as in determining
a frequency response, the series connection is much easier to
analyze [4]. The series connection is illustrated in Fig. 3.

As the numerator of the open loop b(s)q(s) is present for
dco + 1 times in (23), we have the following corollary.

Corollary 4. The transfer function T,,(s) has §.,+ 1 multiple
zeros at the locations of the zeros of the open loop, i. e. roots

of b(s)q(s) =0.

These zeros can be partly chosen by the designer of the net-
work, since he can choose the controller numerator ¢(s) freely.
Contrary, the zeros of Z;(s) are given by the interconnection
matrix in the same way as the poles are.

A relative degree comes immediately from Theorem 3.

Corollary 5. Let x be the relative degree of M(s). Then the
relative degree Xco of Teo(8) is Xco = (0co + 1)X.

Proof. There is N —6.,—1 blocks of type Z;(s) in (23), which
have relative degree 0. Then there is d.,+ 1 terms 7;(s) which
have relative degree x. Hence, xco = (0co + 1)X- O

The relative degree strongly affects the transients. The
transfer functions Z;(s) have relative order 0, so the input gets
directly to the output. The 6., + 1 terms Tj(s) slow down the
transient. Quite clearly, the further the control and observer
nodes are from each other, the slower the transient will be.

Another immediate result is the steady-state value.

Corollary 6. For at least one integrator in the open loop, the
steady-state gain of any transfer function in the formation is

N—1-6.0
Hi:l Vi

TCO(O) HN .
i=1""

= 19(:0 (27)

Proof. For at least one integrator in the open loop, a(0)p(0) =
0. After plugging this to (23), the result follows. O

At least one integrator in the open loop is a common
requirement to allow an uncontrolled network system to have
a nonzero equilibrium.

The most important fact following from the Corollary 6 is
that the steady-state gain does not depend on the open-loop
model, as long as there is at least one integrator in M (s).
To change the steady-state value, the interconnection structure
must be modified.

We will discuss two cases. First, assume that v; # 0, Vi.
Then the eigenvalue \; = 0 of the Laplacian in the denomi-
nator makes the steady-state gain infinite. This happens when
there is no independent leader in the network system.

If, on the other hand, there is v; = 0, the eigenvalue at the
origin A\; = 0 will be cancelled. As a result, the steady-state
value is bounded. The presence of v; = 0 is usually caused
by the presence of an independent leader in the system. Such
a leader cannot be controlled from the network system, hence
the zero eigenvalue will be uncontrollable, causing the pole-
zero cancellation.

V. GENERAL TRANSFER FUNCTIONS

So far we have analyzed properties of a transfer function
from the input of the controller of agent c to the output of the
agent o. However, we might also be interested in a transfer
function from a general input w,. at the controlling node to
a general output z, of the observing node. In this section we
show that the general transfer function has two parts: an open-
loop part and a network part.

There is always at least one zero eigenvalue of L, therefore
in (23) a(s)p(s) + A1b(s)q(s) = a(s)p(s), which is the de-
nominator of the open loop M (s). Also at least one numerator
polynomial of the open loop b(s)q(s) is present in T,,(s).
Then the transfer function in (23) can be written as

(b(s)a())" T a(s)p(s) + 1b(s)a(s)

j=1

IT.; a(s)p(s) + Aid(s)a(s)

Teo(s) = VoM (s)

= M(8)Seo(s), (28)

where
660

(b(s)a())* TI3 (als)p(s) +;b(s)a(s))
T2, (a(s)p(s) + Nib(s)q(s))

Sco(s) - 1900

(29)

is the network part of T,,(s) and M(s) is the open-loop.
Let M,(s) be the transfer function in open-loop of one
agent from the desired input w; (e. g. a reference or a
disturbance) to the desired output z; of same agent, i. e.,

M (s) = zi(8)/w;(s).
Theorem 7. The transfer function T, ..(s) from the input

of the controlling agent w. to the output z, of the observing
agent is given as

(30)

Proof. Consider first that the controlling and the observing
nodes are collocated (¢ = o). Then by changing the input
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Fig. 4: Two parts of transfer functions between ¢ and o for
general input and output.

from r. to w, and the output from y, to z, we just change the
direct branch of the transfer function 7. (s). The direct branch
is then M(s) instead of M (s). The network (feedback) part
Sce in (29) remains unchanged. That is,

ze(8)
we(s)

= M;(8)Scc(s). 31

Consider now that ¢ and o are not collocated. Define two
transfer functions of a single agent:

yi(s) zi(s)
M = M. = . 32
1(8) ’lUi(S)’ 2(8) 'I"i(S) ( )
My (s)Ma(s) _ [wi(s)/wi(s)] [zi(8)/ri(s)] _
Note that =775 = M ONO) = Ms(s):
The transfer function from y.(s) to y,(s) using the input
r. 18
Yo(s) _ re(8)M(s)Seo(s) _ SCO(S). (33)
Ye(s)  1e(8)M(5)Sec(s)  See(s)

From (31) we get y.(s) = M;(s)Sccwe(s). Plugging this to
(33) gives

Yo(8) = gcogz; M1(8)Sec(8)we(s) = M1(8)Seo(s)we(s).
(34)
Similarly, the transfer function from z,(s) to y,(s) is
Yo(s) _ 7To(8)M(s)Soo(s) _ M(s)
20(8)  1o(8)Ma(8)So0(s)  My(s)’ (35)

therefore y,(s) = M(s)/Ma(s)z,(s). Plugging this to (34)
and separating z,(s) yields

M (s) M.
zo(s) = WSCO(S)QUC(S) = M (8)Sco(s)we(s).
(36)
The transfer function Ty, ¢o(s) follows. O

The general structure is shown in Fig. 4. It follows that each
transfer function in the network system is given by two parts:

1) the network part S..(s), which is the same for all
transfer functions with the same ¢ and o nodes and is
given by the interconnection,

2) the open loop part M,(s), which depends on the inputs
and outputs of interest.

A. Disturbances

First we analyze an input disturbance dj,., acting at the
input of the plant. The modified open-loop transfer function
is M;(s) = G(s). Then the transfer function is

Yo(s)
dinc(s)

T‘in,co(s) = = G(S)SCO(S). (37)
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It is clear that T,.,(s) and T, .o(s) differ only in the
presence of transfer function of the controller and T,,(s) =
R(S)T{n,co(s)~

The output disturbance d, changes the output of the plant
of the jth agent as y; = y; + doutj, where ¥; is the output of
the agent without disturbance. In this case M,(s) = 1, so the
transfer function for output disturbance is

Toul,co(s): yO(S) :Sco(5)~ (38)

dOulc(S)

VI. RELATIONS TO SINGLE-INTEGRATOR CASE

In this section we provide some results for the single-
integrator case. They easily generalize to higher-order dynam-
ics, because of the fact that ~;, the gain in the closed loop in
(23), is the same as the zero in the single-integrator dynamics.
Let us denote If/f;j as a matrix which is obtained from L by
deleting the rows and columns corresponding to the vertices
on the kth path from vertex ¢ to j.

The simplest case is when the controller node and observer
nodes are collocated, i.e. ¢ = o. Then, as shown in [19],
[22], [23], the zeros are given as eigenvalues of E%m) and
the numerator polynomial is

h(s) = det(sI + Li,.)- (39)

The spectrum of this reduced Laplacian (also known as a
grounded Laplacian) is discussed in [26].

The next theorem was independently discovered in [20]
using purely algebraic techniques. Here we provide a graph-
theoretic proof.

Theorem 8. If there is only one path between the controlling
node and the observing node, then

h(s) = Ve, det (sI +L.,). (40)

The roots —; of h(s) are the eigenvalues of —L..,.

Proof. Recall that by (21) h(s) equals (o, ¢) cofactor of sI+L.
By Lemma 2 coefficients h; of h(s) are the weights of the set
of all spanning diverging forests with the root ¢ and containing
o having N — i — 1 arcs, therefore h; = 0 for i > N — J.,.
In addition, the path from c to o must be present in every
spanning forest with more than d, arcs.

The proof will be shown in several steps of modifying the
original graph G and constructing a new one G with the
preserved polynomial h(s).

1) Remove all the arcs converging to the path 7., from c
to o. They cannot be part of any forest diverging from
¢ and containing o.

2) Since by the assumption there is only one path between
c and o, the path 7, is present in each forest in Lemma
2 and the weight J., = ¥(m.,) of the path must be
present in all coefficients h;. We can write

h(s) = ﬂcoﬁ(s) = V¢ (3N71*5“°
N=2deo 4 o).

41
+ UN-2-5,,5

This factoring acts as removing the arcs on the path from
the graph.
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o 0l

(a) Before reduction
(b) After reduction
Fig. 5: Graph reduction without changing h(s). The control-
ling node is the node 2, observing is 5.

3) Now we want to find a matrix of which h(s) is a
characteristic polynomial. By factoring the weight of
the path, we identified (created one from many) the
vertices on the path into only one new vertex ¢’. All
arcs connected to the path are now connected to the
new vertex ¢’. The controlling and observing nodes were
collocated. Denote such a new graph as G with the
number of vertices N(G') = N — d.,. The process of
such graph reduction is illustrated in Fig. 5.

4) The coefficients p; in (41) are the weights of the
set of all spanning forests in the reduced graph g,
diverging from ¢ with N(G’) —i—1 arcs. Then, by (21-
22), the polynomial h(s) equals the (¢/,c’) cofactor of
(sIn_s.,+LL, ). Since the observing and controlling
nodes are collocated in the modified graph G’, we can
use (39) to remove also the node ¢’ from the graph.

In step 3 we deleted all nodes on the path except for the
node c. In the last step we were also able to eliminate the
controlling node, so the polynomial A(s) can be calculated as

h(s) = Ve det(sI + LL.,). (42)

O

The theorem allows to find y; directly from the submatrix of

the Laplacian. The real part of ~y; is positive, since the matrix

L}, is still an M-Matrix [27]. In addition, if L is a symmetric

matrix and the conditions in Theorem 8 hold, then ~; interlace

with \; due to the Cauchy interlacing theorem [28].

The second theorem is an extension of the previous one.

Theorem 9. Let p(G)c, be the number of paths from the
node c to the node o. Then the numerator polynomial h(s) in
(17) is given as a sum of characteristic polynomials of L.,

corresponding to the individual paths 7', i. e.

(g)(‘ o

Z (mt,) det(sI + LL.,), (43)

Proof. Since there are p(G). , paths between the nodes, there
are also p(G).,, basic trees diverging from ¢ and containing
o (they can have different lengths). For each of the paths
Theorem 8 must hold. Let us denote the weight of spanning
forests with N — 6% — 1 — 4 arcs corresponding to the path
k with length 6% as hk Since the paths are distinct, also the
spanning forests corresponding to the paths will be distinct

TABLE I: Controllable subspaces for some typical undirected
graphs with N vertices.

Graph c node max; de; | Dim. of ctrb. subs.
Star graph central 1 2
Path graph end node N-—-1 N
Path graph | central node N/2 N/2+1

and the total weight of the set ]-" 7 is the sum of the weights
of the individual trees. Then each coefficient in h(s) is a sum
of the weights of the trees corresponding to each path, i. e.

P(9)ec,o
-2 h

Equation (43) then follows from (44) using Theorem 8. [

(44)

A. Multiple controlling nodes

Instead of one controlling node ¢ we can have a set
S. ={ci1,¢9,...,cn.} of N, controlling nodes to which the
same signal is fed (for instance, the leader connected to more
agents). Then the numerator polynomial is simply given as a
sum of polynomials for individual controlling nodes.

Lemma 10. The polynomial h(s) for the set of controlling
nodes S is equal to h(s) = ZZN:C1 hi(s), where h;(s) is the
polynomial when the input is fed only to the ith agent.

Proof. The proof can be obtained using the same arguments of
mutually exclusive forests as in the proof for Theorem 9. [

Suppose that ¢, € S, is the node in S, with the shortest
distance to the observing node. Then the relative degree of the
transfer function T, (s) between S. and o with agents having
higher order-dynamics is X, = (0,0 + 1)x. This follows
since the degree of the sum of polynomials is the degree of
the polynomial of the highest degree.

B. Minimal dimension of a controllable subspace

From equation (23) it follows that if the single-integrator
case is uncontrollable, so are all the systems with higher order
dynamics (we use an output feedback). The following result
is an extension of [16, Thm. 2] to directed graphs.

Theorem 11. Let max; d.; be the maximal distance to some
of the other nodes from the controlling node c. Then for
the dimension of the controllable subspace rank(C) of single
integrator dynamics holds rank(C) > max; do; + 1.

Proof. Let us denote the furthest node from c as f and the
distance of f from c as dy = max; d.;. Let Li denote the cth
column in L‘. Let the vertices on the shortest path from c to f
be labeled as vy, ... ,vq, and the distance of v; from c as ;.
By Lemma 1 the v;th element in L is zero for all j < d; and
is nonzero for j > d;. Therefore, L% is linearly independent of
L for j < d; and d; = 0,...,ds. Consequently, all columns

(LY, LY, ..., LY ] must be linearly independent.

The controllability criterion matrix is defined as C =
[LY, Ll ..., LY]. By previous development we know that at
least LY, ... L.’ are linearly independent, hence rank(C)

>
ds + 1. 0
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Fig. 6: Directed graph used in the example.

Of course, the controllable subspace can be much greater
than indicated by this theorem and our result can be very
conservative. The bound is achieved for some graphs and
controlling nodes, as shown in Table I. Some further discussion
of the tightness of the bound is in [16, Remark 2]. Theorem
11 gives a strong structural controllability, since it does not
depend on the weights of the arcs. By any choice of the
nonzero weights of arcs, the controllable subspace cannot have
smaller dimension than max; d.; + 1. Structural controllability
is described, e.g., in [17], [29].

Surprisingly, the more distant node exists in a graph, the
greater the guaranteed dimension of the controllable subspace.
On the other hand, it was shown in [30] that the transient
time grows with the maximal distance from the control node.
Similarly, at least for a path graph it follows from [2] that
the external input should be applied to the agent where it
minimizes the maximal distance. This is also confirmed by
the relative degree in Corollary 5 — the higher the degree,
the slower is the information spread. However, in this case
the node has the smallest guaranteed controllable subspace. An
optimization procedure for the tradeoff between performance
and controllability is presented in [17].

VII. ILLUSTRATIVE EXAMPLE

Consider a directed and weighted graph with five nodes
shown in Fig. 6 (The arcs without a weight shown have
a weight one). The plant is G(s) = 1/s, the controller
is R(s) = (s + 1)/s (a PI controller applied to a single
integrator). The open-loop model is M(s) = =5!. Let us

choose the controlling node ¢ = 1 and the obsérving node
o = 3. The transfer function is

(s + 1P TT7_ (s + 7is + %)
H'?:1(52 + Ais + )

with A = {0,0.39,2,2.72,3.69} and v = {0.5,3}. As indi-
cated by (23), the terms in the numerator and the denominator
products have the structure of a(s)p(s)+kb(s)q(s). Moreover,
since the distance between the nodes 1 and 3 is 2, there is also
(s+1)2*! in the numerator, as follows from Corollary 4. The
weight of the path from the node 1 to 3 is 0.3 (the product of
the weights of the arcs). The gains A; can be obtained as the
eigenvalues of the Laplacian matrix

T13 (5) =0.3

(45)

1 -1 0 0 0
-1 2 -1 0 0
—03 23 -1 -1 (46)

0 -1.5 -1 25
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Fig. 7: Poles (crosses) and zeros (circles) of Ti3(s) in the
graph in Fig. 6. The root-locus curve for M = (s + 1)/s? is
dashed.

The gains 7; in the numerator can be obtained as the
negatives of the roots of the polynomial A (s) = s2+3.5s+1.5.
Since there is only one path between c¢ and o, we can use
Theorem 8 to calculate the polynomial h(s). It equals the
characteristic polynomial of a matrix Ell:g , obtained from
L by deleting the rows and columns with indices 1, 2, 3 of the
vertices on the path from 1 to 3. The polynomial is given as

h(s) = det <512 + [11 Q_éD =5 4355+ 1.5. (47)

As both ~; and )\; are real in this example, the poles and
zeros must lie on the root-locus curve for M (s) = (s+1)/s2,
as shown in Fig. 7. The minimal controllable subspace is by
Theorem 11 equal to five (§14 +1 = 4+ 1), hence, the system
is controllable from the node 1.

The transfer function Ty, 13(s) from the input disturbance
dinq of agent 1 to the output y3 is

Tin13(s) = bs(5) =0 31 (s +1)* H?:I(SQ +vis + i)
in, din1 () S H?ZQ(SQ s+ )

(48)
The structure is the same as predicted in Theorem 7, since
M;(s) = G(s) = 1/s. The network part remains unchanged.

VIII. CONCLUSION

In this paper we considered transfer functions between two
nodes in an arbitrary formation of identical SISO agents with
an output coupling. Using the algebraic properties of forests
in the graph, both numerator and denominator of the transfer
function were derived in a simple form of a product of closed-
loop polynomials with non-unit feedback gain. The transfer
function for general input and output consists of two parts:
the feedback part (fixed for a given pair of nodes) and the
open-loop part.

The gains in the denominator and numerator polynomials
are the roots of polynomials in the single-integrator system. If
there is only one path between the controlling and observing
nodes, the numerator gains are given as eigenvalues of the
principal submatrix of the Laplacian. Finally, it is shown that
the minimal dimension of the controllable subspace grows
with the maximal distance from the controlling node.

Although it is hard to tell any transient properties from the
location of poles and zeros — there are simply too many of
them — still the product form can serve as an analytical tool.
For instance, it may help in the analysis of the scaling in
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distributed control designs. We have already applied some of
the results in [4] to the analysis of the scaling of the H.
norm, where the underlying topology was a path graph.

APPENDIX A
PROOF OF THEOREM 3

Before the proof, we need the following technical lemma.

Lemma 12. Let (L*),. be the o, c element of L¥. Then

szva’“ (L*)oes (49)
Proof. Since p; = el V~le. and v,; = el Ve;, we get
N N
Zvo,z’)\fpi => elVeriel Ve
i= i=1
=elv <Z eiXFe T) =elVAFY !
= eZLkec = (Lk)oc (50)

This holds also for Jordan blocks in A larger than one. [

Proof of Theorem 3. Let us denote the numerator of the open
loop in (7) as ¢(s) = b(s)q(s) and the denominator as ¢ (s) =
a(s)p(s). Note that the development here shows the case with
simple Jordan blocks, although the proof remains valid for the
case with larger blocks. The transfer function T,,(s) can be
obtained from (16) by using a common denominator as

(e ECT0
Teols) = 35 = Zpl Yo G )p() + Ab()a(s)

zﬁJWMM$H£M#W@+Mwm)

- T, [(s) + Aig(s)]

Sy Pivioi Ti(s)
= t , (52)
[T, [(s) + Mo (s)]

with 7;(s) = ¢(s) HJ 1ji [¥(8) + A;0(s)]. Note that the
polynomials in single-integrator dynamics are h(s),g(s),

while in higher-order dynamics they are n(s),d(s). The de-
nominator of (52) is the denominator in Theorem 3.

Having the denominator, we have to find the numerator
n(s). The polynomial 7;(s) in (52) can be expanded in terms
of powers of ¢ and ¢ as (argument (s) is omitted)

(51

N N
=¢ [[ W+Nol=v"lo+uVN 207 | DN
j=1,j#i J=1.57i
i N
N33 SN+t (53)
| 5=1,k=1,ki#]
[ N~ N N
+pleN Tt Y IT M+ ] TTN
=11 \k=1k#i#j =157

Let us denote the the coefficients at the terms ¢ ™ =7 in 7;(s)
as 7;. They are given as a sum of all products of N —j —1
eigenvalues. Then the polynomial 7;(s) can be written as

T = wN—l¢+7:i]\772wN—2¢2+. ) +77111/}¢N—1+7:ZO¢N (54)
The coefficients ﬂj can be simplified. Let us start with
N
> Ni=gn1- N, (55)

J=Lj#i

since the coefficient g1 of g(s) is by (19) gy—1 = vazl A
Similarly, the second coefficient is using (19)

N
= Z XAk = gn—2 — Ai(gn—1 — Ni).

(56)
J=1,k=1,k£i#]
For the last coefficient we get
HA = g1 — Ailg2 — Ailgs — Al ). (57

Jj=1,j#i

Knowing the coefficients 7‘;, the numerator polynomial 7(s)

can be using (52) written as
N N
= pivoiri(s) =N o (Z Pi%i)
i=1 i=1
‘2> +...

N
4 N 242 <Z PiVoi 7_-Z,N
i=1
N N
+ gt (z b ) 4o (z - ) |
i=1 i=1
The coefficients h; of individual powers of 1*¢™ % in n(s)

can be simplified using Lemma 12 and the formulas for 7;
(55-57). The first two read

N
hy_1= Zpivoi = (L")
ZEI N N
hy_o = Z PiVoi ﬂ»N_Q =gNn-1 (Z Pz‘%i) — Z PiVoiNi
i=1 i=1 i=1

(58)

(59)

= gN—l(LO)oc - (Ll)oc (60)
Using the same ideas, the other coefficients h; are
hy-3=gn-2(L0c = gn-1(L")oc + (L*)oc (61
BO = gl(LO)OC - gQ(Ll)oc +...+ (LN_1)00~ (62)
The general form is now apparent,
N—i—1
(63)

Z Gitj+1(—L)).
=0

Using the coefficients h; in (59)-(62), the numerator n(s)
in (58) equals

n@)=:¢u>(hN_1wuﬂN-1%—hN_sz-%smxs

it 3()6%(s) + .~+hﬂ¢N-1w>)«ﬁ4>



Now we show that the coefficients h; in (64) are equal to
the coefficients h; of the numerator polynomial h(s) in the
single integrator dynamics, i.e., h; = h;, Vi.

To see this, Corollary 4 in [25] gives us a relation

N-1 (N—k-1 .
adj(sT+L)=> | > gsV 77| (=LF/s*). (69)
k=0 j=0

The coefficient matrix T'; at s* in (65) is then defined as

N 1 ]
;= Z Gitj+1(—L)7.
=0

(66)

Taking as an element of interest the o, cth element in adj(sI +
L), we see by (63) that the coefficients (I';)o. = h;. More-
over, since by (21) adj(s] + L), is equal to the numerator
polynomial in single-integrator dynamics, we get h; = h;, Vi.

All the coefficients h; are functions of the powers of the
Laplacian. Using Lemma 1, it is clear that h; = 0 for ¢ >
N — 8.0, since all (L7),. for j = 0,1,...,0., — 1 are zeros.
Then in (20), N,, = N — 6., — 1 also for directed weighted
graphs. This result allows us to rewrite (64) as

n(s) = ¢ (s) (s, 10" 10 (s)

s 28T (5)0(5) + A hgdN T (s)).

Previous equation can be factored into a product

(67)

N—-1-6c0

n(s) = hy—s. 10" () TT (0(9) +70(9),  (©8)

where the scalars —v; are the roots of the polynomial h(s)
defined in (20). They are thus the zeros of the transfer function
for the single integrator dynamics.

Note that Ay —5.,—1 = hn—5.,~1 = Jeo by Lemma 2. Then
we get the numerator as

N—1—-6c0

n(s) = Veo 6700 (s) [T (als)p(s) +7:b()a(s)). (69)

i=1

Now in (69) and (52) we have both the numerator n(s) and
the denominator d(s) of (23), which concludes the proof. [J
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